Brian’s Peer-to-Peer Computing Networ k

Abstract

Anarchitecturefor atrue peer-to-peer computing network is proposed. Thenetwork providesdistributed,
redundant datastorage, directory servicesand computationa resources. Datastorage consgstsof avirtudly
unlimited number of virtud “Cdls’, copies of which may resde in any of the computer “Nodes’ in the
network. Computational requests are madeto the network by placing Javaappletswithin the network data
space. These applets access data Cells and compute resultswhich are placed in new Cellsmade avallable
to the network.

A sngle supervisory program isenvisoned. The supervisor is a compact, open-source implementation
whichalowsthe Node adminigtrator to select limitsfor loca storage alocation, connection bandwidthand
processing priority.

The selection of gppropriate computationa tasks and their partitioning for efficient solution is beyond the
scope of this document.

I ntroduction

Peer-to-peer file-sharing networks possess many of the requirements of a distributed computing network.
Their key featuresinclude (1) direct, peer-to-peer datacommunication, (2) afiletransfer mechanism, and
(3) adistributed directory structure.

Exidting file-sharing networks suffer from some sgnificant limitations. The same file may exigt with many
different names. Thereisno annotation mechanism to alow independent nodes to confirm the contents of
agivenfile or to warn of spam or viruses. Files must be explicitly requested by a user and then must be
expliatly shared with other users. There is no automatic mechanism to ensure the propageation of large or
high-demand filesto additional nodes; the presence of suchamechanismwould act asa sdf-leveing treffic
function and diminate communication bottlenecks.

Adding acomputationfeatureto thefile-sharingarchitecturewould result inatruly generdized peer-to-peer
network. The current proposa represents an improved file-sharing core, supplemented by automatic
execution of selected Java applets whose code and data traverse the network as shared files.

Definitions

The followingterms are used ina particular technical sense when describing the operation of the network.

Node - A computer withinthe network. Nodes provide computing and storage resourcesto the network
viatheir Internet connection.
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Node I dentifier - Nodesareidentified by |Paddresses. Additional provisions may be required to alow
this to work through firewdls, across Intranets and in the presence of dynamic I P address assgnment.

Cedll - A unique dataset. Cells may contain arbitrary amountsof data, upto4 GB. Cellsareidentified by
aunigue binary Cdll Identifier based ontheir contents. Cellsmay be copied from one Node to another and
an individud cdl may exist on many Nodes. Cells arefabricated at a particular Node and their existence
and description is published in a Directory Entry. Once created, the contentsof a cdll never change; any
change in the datawould result in adifferent Cdl Identifier.

Cell Identifier - Each cdl has a unique binary identifier composed of the lengthof the dataiin the cell and
the MD5 digest of that data. Use of a32-bit datalength field and the 128-bit MD5 digest yieldsa 20-byte
binary value that makes areasonable Cdl Identifier.

Directory Entry - For each Cdl a Directory Entry couples atext description withthe Cel Identifier and
the Node identifier that can be used to accessthat Cdl. SinceaCdll may reside on multiple Nodes, Nodes
canmake additions to the Directory Entry. Directory Entries are time-stamped when created or modified.

Directory - Cdls may contain one or moreDirectory Entries. These cellsare copied from Nodeto Node,
and form the distributed Directory for the network. Processes running onindividua Nodes choosewhich
Directory Entriesto publishand how often updated Cdlls containing Directory Entries are to be fabricated.

Operational Description

Network communication takes the formof | P Datagrams. It is unnecessary to establish sessions between
Nodes. Each Datagramisone of two types. arequest for aparticular Cell (or portion thereof), or an actua
portion of a Cel (up to 32 KB in a chunk). This structure alows for both “push” and “pull” transfer
paradigms since data from Cells may be sent unsolicited or after receiving a request.

A Node knows that a complete Cell has beenreceived whendl of its blocks have been received and the
MD?5 digest matches. Note that the “chunks’ may arrive in any order and from muitiple sources. Once
acomplete Cdll isreceived it becomes available for loca processing operations. A new Directory Entry
may aso be created that shows this Node asaholder of the Cell. Thisnew Directory Entry publishesthe
avallahility of the Cel for other Nodes.

System Features

The operating system for each Node must perform a standard set of functions to communicate with other
Nodes, manage Cdl storage, and process Java applets. Java extensons will alow access to sdected
operating system functions. A user-interface application will alow data Cells to be added to and copied
from the network.
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Cell Copying - In generd, Cells are pulled from a host Node (A) to a new Node (B). This can be
accomplished because Node B obtained a directory entry describing the Cell and lisging Node A as a
source. Node B

Directory Searches - Applets conduct searches of the directory entries contained in Cells on the loca
Node. These searches are essentialy wildcard searches of the text description contained in the directory
entries. Distributed searches are accomplished by sending directory search appletsto other Nodes. Upon
discovering the target directory entries these remote searches forward ther resultsto the Node that made
the origina request.

Time Synchronization - The operation of the Directory Entry timestamp mechanism presupposesthat the
network mantains approximate synchronization across Nodes. This is aso required to ensure that
distributed searches expire gracefully.

Java Execution - The Node operating system will periodicaly scanthe directory entries contained inthe
Cdlsitishogting. Certain criteriawill be used to identify candidate requests for scheduled execution. If
the Cdll described by a candidate directory entry is not present on the local Node atransfer request will
beinitiated. When the complete, vaid Cdl exists on the Node execution will commence.

Application Examples

A smple example of the utility of this network architectureis demonstrated by the peer-to-peer file sharing
system.

Desgn Criteria (1) True peer-to-peer witheach node running the same software; (2) distributed directory;
(3) arbitrary file Szes, (4) transfers from multiple sources; (5) dimination of duplicate files; (6) directory
annotation.

(To be compl eted)
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